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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are
registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned
by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.
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No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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One Stop Virtualization Shop

Is L2 cache a best practice for all-flash arrays? 3

Content
Historically, StarWind L2 cache or Flash cache was used to improve the performance and
minimize the latency of spindle-based disk arrays by processing frequently accessed
blocks using SSDs. However, one of the frequently asked questions is whether L2 cache
can be used to speed up already fast SSD drives. And the answer is: yes, it can be used
for that purpose! How can we speed up SATA SSD-based RAID5? For example, we can
use a pair of extremely fast PCIe SSDs combined into RAID1 array for L2 cache. And of
course, StarWind can speed up spinning drive-based storage in the same fashion – just
bring faster SSD drives for the L2 cache and voila, major part of random IO is offloaded
to the flash thus, improves overall performance of the storage. Please note that there
are configurations where L2 cache might not improve the performance in certain
configurations e.g. if L2 cache is too small or the workload specifics eliminate any cache
effectiveness. Therefore, L2 cache should be significantly faster than the main storage
array. It should also be sized properly to match the average amount of unique data
accessed on a regular basis. This way it will justify itself by offloading major amount of IO
from the main storage array and assure good and consistent performance of your Virtual
SAN. Please note that it is a best practice to benchmark all L2 cache implementations
prior to putting the Virtual SAN system into production.

Request A Product Feature
To request a new product feature or to provide feedback on a StarWind product, please
email to our support at support@starwind.com and put “Request a Product Feature” as
the subject.

https://www.starwindsoftware.com/caching
https://blog.starwindsoftware.com/raid-5-was-great-until-high-capacity-hdds-came-into-play-but-ssds-restored-its-former-glory/
https://www.starwindsoftware.com/fighting-the-io-blender-effect-in-virtual-environments
https://www.starwindsoftware.com/turning-tbs-into-iops
https://www.starwindsoftware.com/new-storage-meme-for-virtual-server-environments
mailto:support@starwind.com
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Contacts

US Headquarters EMEA and APAC

+1 617 829 44 95

+1 617 507 58 45

+1 866 790 26 46

+44 2037 691 857 (United
Kingdom)

+49 800 100 68 26 (Germany)

+34 629 03 07 17 (Spain and
Portugal)

+33 788 60 30 06 (France)

Customer Support Portal: https://www.starwind.com/support

Support Forum: https://www.starwind.com/forums

Sales: sales@starwind.com

General Information: info@starwind.com
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