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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are
registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned
by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.

https://www.starwind.com/resource-library
https://www.starwind.com/forums
https://www.starwind.com/contact-us
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Description
Storage performance on Linux systems depends on many parameters and settings. One
of them is Linux I/O scheduler which defines a way how to work and optimize disk access
requests. There are several I/O scheduler options available that can be used depending
on the storage type and environment. This article describes how to change Linux I/O
scheduler in Linux-based VM with StarWind VSAN.

Solution
Before changing the I/O scheduler option, it is good to clarify them by reading the file
/sys/block/<disk device>/queue/scheduler. For example, the command below shows that
I/O scheduler for disk sda is set to deadline.

# cat /sys/block/sda/queue/scheduler noop [deadline] cfq

NOTE: Depending on the kernel version, the output can also looks like: [bfq] mq-
deadline none Different schedulers can be used depending on environment requirements
and disk types and must be chosen based on the tests, performed in a specific
environment. However, it was defined that for SSD or NVME drives the none or noop I/O
scheduler reduces CPU overhead, while for HDD storage the deadline or the default I/O
scheduler shows better results with synthetic tests. In order to change the I/O scheduler,
the corresponding information has to be changed in /sys/block/<disk
device>/queue/scheduler file. Please find below one of the possible ways how it can be
done. In the example below I/O scheduler for disk sdb is set to noop:

# echo noop > /sys/block/sdb/queue/scheduler

After changing the file, please double-check that I/O scheduler has been changed:

# cat /sys/block/sdb/queue/scheduler [noop] deadline cfq

NOTE: It is important to remember that I/O scheduler in Linux is defined on each disk
device separately, thus it makes sense to check it for each disk device, like sda, sdb,
etc. In order to apply the scheduler rules permanently, for example after Linux restart,
the scheduler file /etc/udev/rules.d/89-disk-scheduler.rules have to be edited and one
more rule should be added. For example, the following line will change I/O scheduler to
noop for sdb device, and set no read ahead policy for it. ACTION=="add|change",
SUBSYSTEM=="block", KERNEL=="sdb", ATTR{queue/scheduler}="noop",
ATTR{queue/read_ahead_kb}="0" For the cases, when storage is used by StarWind
VSAN service and HA device, in order to avoid performance issues, it's highly
recommended to set the same I/O scheduler settings for the storage on all nodes, where
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HA devices are located. NOTE: In the latest StarWind VSAN for vSphere builds it is
configured to identify storage type automatically and change I/O scheduler for SSD
storage to noop. More information about I/O schedulers in Linux: IOSchedulers:
https://wiki.ubuntu.com/Kernel/Reference/IOSchedulers What is the suggested I/O
scheduler to improve disk performance when using Red Hat Enterprise Linux with
virtualization?: https://access.redhat.com/solutions/5427

Request A Product Feature
To request a new product feature or to provide feedback on a StarWind product, please
email our support at support@starwind.com and put “Request a Product Feature” as the
subject.

https://wiki.ubuntu.com/Kernel/Reference/IOSchedulers
https://access.redhat.com/solutions/5427
mailto:support@starwind.com
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Customer Support Portal: https://www.starwind.com/support
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Sales: sales@starwind.com
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